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4 Nadaljnje delo

5 Zaključek
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Analiza omrežij

Analiza omrežij

Različne vrste realnih omrežij (grafov).
socialna, informacijska, tehnološka, biološka itd.

Analiza omrežij: Newman (2008)

preučevanje zgradbe omrežij

razvoj potrebnih pristopov

praktični primeri uporabe

Področje izjemno aktivno v številnih znanostih.
matematika, fizika, računalnǐstvo, družboslovje, biologija itd.
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Analiza omrežij

Zgradba realnih omrežij

globalne lastnosti omrežij (npr. mali svet)

karakteristične skupine vozlǐsč (npr. skupnosti)

pogosti vzorci vozlǐsč (npr. motifi, grafleti)

lastnosti posameznih vozlǐsč (npr. zvezdǐsča)

procesi nad omrežji (npr. širjenje)

Omejimo se na neusmerjena omrežja.
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Analiza omrežij

Karakteristične skupine vozlǐsč

skupnosti (community) Girvan and Newman (2002)

(povezane) skupine tesno povezanih vozlǐsč

moduli (module) Newman and Leicht (2007)

(nepovezane) skupine podobno povezanih vozlǐsč

Omejimo se na neprekrivajoče skupine vozlǐsč.
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Odkrivanje skupin vozlǐsč Osnovna izmenjava oznak

Osnovna izmenjava oznak

Osnovna izmenjava oznak (label propagation): Raghavan et al. (2007)

gi = argmax
g

∑
vj∈Ni

wijδ(gj , g)

gi posodabljamo zaporedno v naključnem vrstnem redu.

Začetno stanje 1. korak 2. korak Končno stanje

gi je oznaka skupine vozlǐsča vi in wij utež na povezavi med vi in vj .
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Analiza izmenjave oznak

Prednosti:

brez predhodnega znanja (npr. število skupin)

skoraj linearna časovna zahtevnost

enostavna implementacija

Slabosti:

robustnost več razvrstitev že v manǰsih omrežjih Tibély and Kertész (2008)

natančnost slabša natančnost v omrežjih z nejasno zgradbo Leung et al. (2009)

splošnost pristop omejen na odkrivanje skupnosti Šubelj and Bajec (2012c)
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Odkrivanje skupin vozlǐsč Uravnotežena izmenjava oznak

Robustnost izmenjave oznak

Osnovna izmenjava vrne > 500 razvrstitev v skupine. Tibély and Kertész (2008)
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FIG. 3: The fraction of vertices correctly classified by our
method as the number zout of inter-community edges per ver-
tex is varied, for computer generated graphs of the type de-
scribed in the text. The measurements with half-integer val-
ues zout = k + 1

2
are for graphs in which half the vertices

had k inter-community connections and half had k + 1. Each
point is an average over 100 realization of the graphs. Lines
between points are included solely as a guide to the eye.

B. Zachary’s karate club study

While computer-generated networks provide a repro-
ducible and well-controlled test-bed for our community-
structure algorithm, it is clearly desirable to test the al-
gorithm on data from real-world networks as well. To
this end, we have selected two datasets representing real-
world networks for which the community structure is
already known from other sources. The first of these
is drawn from the well-known “karate club” study of
Zachary [25]. In this study, Zachary observed 34 mem-
bers of a karate club over a period of two years. Dur-
ing the course of the study, a disagreement developed
between the administrator of the club and the club’s
instructor, which ultimately resulted in the instructor’s
leaving and starting a new club, taking about a half of
the original club’s members with him.

Zachary constructed a network of friendships between
members of the club, using a variety of measures to es-
timate the strength of ties between individuals. Here
we use a simple unweighted version of his network and
apply our algorithm to it in an attempt to identify the
factions involved in the split of club. Figure 4a shows
the network, with the instructor and the administrator
represented by nodes 1 and 34, respectively. Figure 4b
shows the hierarchical tree of communities produced by
our method. The most fundamental split in the network
is the first one at the top of the tree, which divides the
network into two groups of roughly equal size. This split
corresponds almost perfectly with the actual division of
the club members following the break-up, as revealed by
which club they attended afterwards. Only one node,
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(a)

(b)

FIG. 4: (a) The friendship network from Zachary’s karate club
study [25], as described in the text. Nodes associated with the
club administrator’s faction are drawn as circles, while those
associated with the instructor’s faction are drawn as squares.
(b) The hierarchical tree showing the complete community
structure for the network. The initial split of the network into
two groups is in agreement with the actual factions observed
by Zachary, with the exception that node 3 is misclassified.

node 3, is classified incorrectly. In other words, the ap-
plication of our algorithm to the empirically observed
network of friendships is a good predictor of the subse-
quent social evolution of the group.

C. College football

As a further test of our algorithm, we turn to the world
of US college football. (“Football” here means Amer-
ican football, not soccer.) The network we look at is
a representation of the schedule of Division I games for
the 2000 season: vertices in the graph represent teams
(identified by their college names) and edges represent
regular season games between the two teams they con-
nect. What makes this network interesting is that it in-
corporates a known community structure. The teams
are divided into “conferences” containing around 8 to 12
teams each. Games are more frequent between members
of the same conference than between members of differ-
ent conferences, with teams playing an average of about
7 intra-conference games and 4 inter-conference games

Vrstni red obravnave gi se odraža kot preference vozlǐsč fi . Šubelj and Bajec (2011a)

gi = argmax
g

∑
vj∈Ni

fj · wijδ(gj , g)

fi je “moč” širjenja oznake vozlǐsča vi . Leung et al. (2009)
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Uravnotežena izmenjava oznak
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Uravnotežena izmenjava (balanced propagation): Šubelj and Bajec (2011a)

gi = argmax
g

∑
vj∈Ni

bj · wijδ(gj , g)

bi je protiutež in ti ∈ (0, 1] normaliziran indeks vozlǐsča vi .
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Odkrivanje skupin vozlǐsč Uravnotežena izmenjava oznak

Eksperimentalni rezultati

# različnih razvrstitev v 1000 ponovitvah: Šubelj and Bajec (2011a)

karate dolphins books football jazz elegans

Osnovna izmenjava 184 525 269 414 63 707
Uravnotežena izmenjava 19 36 29 154 20 75

Robustnost se izbolǰsa na račun časovne zahtevnosti. Šubelj and Bajec (2011c)
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Znanstveni doprinos

Eur. Phys. J. B 81, 353–362 (2011)
DOI: 10.1140/epjb/e2011-10979-2

Regular Article

THE EUROPEAN
PHYSICAL JOURNAL B

Robust network community detection using balanced propagation
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Abstract. Label propagation has proven to be an extremely fast method for detecting communities in large
complex networks. Furthermore, due to its simplicity, it is also currently one of the most commonly adopted
algorithms in the literature. Despite various subsequent advances, an important issue of the algorithm has
not yet been properly addressed. Random (node) update orders within the algorithm severely hamper
its robustness, and consequently also the stability of the identified community structure. We note that an
update order can be seen as increasing propagation preferences from certain nodes, and propose a balanced
propagation that counteracts for the introduced randomness by utilizing node balancers. We have evaluated
the proposed approach on synthetic networks with planted partition, and on several real-world networks
with community structure. The results confirm that balanced propagation is significantly more robust
than label propagation, when the performance of community detection is even improved. Thus, balanced
propagation retains high scalability and algorithmic simplicity of label propagation, but improves on its
stability and performance.

1 Introduction

Complex real-world networks can comprise local struc-
tural modules (i.e., communities [1]) that are groups of
nodes densely connected within and only loosely con-
nected with the rest of the network. Communities may
play important roles in different real-world systems – they
can be related to functional modules in biochemical net-
works [2] or individuals with common interests in social
networks [1]. Moreover, community structure also has a
strong impact on dynamic processes taking place on such
networks [3] and can thus provide an important insight
into not only structural organization but also functional
behavior of various real-world systems.

As a consequence, analysis of network community
structure has been the focus of recent endeavor in dif-
ferent fields of science. There has also been a substantial
number of community detection algorithms proposed in
the literature over the last years [2,4–13] (for a compre-
hensive survey see [14]). Nevertheless, due to scalability
issues, only a small minority of these algorithms can be
applied to large real-world networks with several millions,
billions of nodes, edges respectively.

A notable step towards this end was made
by Raghavan et al. [7], who employed a simple label prop-
agation to reveal significant communities in large real-
world networks. Communities are identified by propagat-
ing (community) labels among nodes, thus, each node is
assigned the label shared by most of its neighbors. Due to

a e-mail: lovro.subelj@fri.uni-lj.si

very fast structural inference of label propagation, densely
connected sets of nodes form a consensus on some partic-
ular label after only a few iterations [7,13]. The algorithm
thus exhibits near linear complexity, which makes it ap-
plicable on networks with millions of nodes in a matter
of minutes [13]. The basic algorithm was further analyzed
and refined by various authors [13,15–26], when, due to its
simplicity, label propagation is also currently one of the
most commonly adopted algorithms in the literature.

Despite the above efforts, an important issue of la-
bel propagation has not yet been properly addressed. To
overcome convergence problems in some types of net-
works, Raghavan et al. [7] have proposed propagating
labels among nodes (i.e., updating nodes’ labels) in a
random order. Although this updating strategy solves
the aforementioned problem, introduction of randomness
severely hampers the robustness of the algorithm, and con-
sequently also the stability of the identified community
structure. It has been noted that the algorithm reveals
a large number of distinct community structures even in
smaller networks [7,13,16,19], when these structures are
also relatively different among themselves [13,16]. Still,
the robustness of the algorithm can also be related to the
significance of community structure in a network [13].

We argue that updating the nodes in some particu-
lar order can be seen as placing higher propagation pref-
erence [18] to the nodes that are updated at the begin-
ning, and lower propagation preference to the nodes that
are updated towards the end (and updating the nodes in
a random order). The order of node updates thus gov-
erns the dynamics of the algorithm in a similar manner as

Eur. Phys. J. B, 2011 (12 cit.)

Generalized network community detection

Lovro Šubelj and Marko Bajec

University of Ljubljana, Faculty of Computer and Information Science,
SI-1001 Ljubljana, Slovenia,

[name.surname]@fri.uni-lj.si

Abstract. Community structure is largely regarded as an intrinsic prop-
erty of complex real-world networks. However, recent studies reveal that
networks comprise even more sophisticated modules than classical cohe-
sive communities. More precisely, real-world networks can also be natu-
rally partitioned according to common patterns of connections between
the nodes. Recently, a propagation based algorithm has been proposed
for the detection of arbitrary network modules. We here advance the lat-
ter with a more adequate community modeling based on network cluster-
ing. The resulting algorithm is evaluated on various synthetic benchmark
networks and random graphs. It is shown to be comparable to current
state-of-the-art algorithms, however, in contrast to other approaches, it
does not require some prior knowledge of the true community structure.
To demonstrate its generality, we further employ the proposed algorithm
for community detection in di↵erent unipartite and bipartite real-world
networks, for generalized community detection and also predictive data
clustering.

Keywords: link-density community, link-pattern community, propaga-
tion, community detection, data clustering

1 Introduction

Over a decade of research in network analysis has revealed a number of common
properties of complex real-world networks [57,13]. Community structure [18]—
the occurrence of cohesive modules of nodes—is of particular interest as it pro-
vides an insight into not only structural organization but also functional behavior
of various real-world systems [35,2]. The analysis of communities has thus been
the focus of many recent endeavors [15,38], while community structure analysis
is also considered as one of the most prominent areas of network science [8,38].

However, most of the past work was constrained to communities character-
ized by higher density of links—link-density communities [18] (Fig. 1(a)). In
contrast to the latter, recent studies reveal that networks comprise even more
sophisticated modules than classical cohesive communities [34,1,37,52]. In par-
ticular, real-world networks can also be naturally partitioned according to com-
mon patterns of connections among nodes—into link-pattern communities [28,34]
(Fig. 1(b)). Link-pattern communities can in fact be related to relevant func-
tional roles in various complex systems [37,52], moreover, they also provide a

NEMO (ECML PKDD ’11)
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Uravnotežena izmenjava oznak
Napredna izmenjava oznak
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Natančnost izmenjave oznak

Natančnost izbolǰsamo z uporabo preferenc vozlǐsč fi . Leung et al. (2009)
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FIG. 3: The fraction of vertices correctly classified by our
method as the number zout of inter-community edges per ver-
tex is varied, for computer generated graphs of the type de-
scribed in the text. The measurements with half-integer val-
ues zout = k + 1

2
are for graphs in which half the vertices

had k inter-community connections and half had k + 1. Each
point is an average over 100 realization of the graphs. Lines
between points are included solely as a guide to the eye.

B. Zachary’s karate club study

While computer-generated networks provide a repro-
ducible and well-controlled test-bed for our community-
structure algorithm, it is clearly desirable to test the al-
gorithm on data from real-world networks as well. To
this end, we have selected two datasets representing real-
world networks for which the community structure is
already known from other sources. The first of these
is drawn from the well-known “karate club” study of
Zachary [25]. In this study, Zachary observed 34 mem-
bers of a karate club over a period of two years. Dur-
ing the course of the study, a disagreement developed
between the administrator of the club and the club’s
instructor, which ultimately resulted in the instructor’s
leaving and starting a new club, taking about a half of
the original club’s members with him.

Zachary constructed a network of friendships between
members of the club, using a variety of measures to es-
timate the strength of ties between individuals. Here
we use a simple unweighted version of his network and
apply our algorithm to it in an attempt to identify the
factions involved in the split of club. Figure 4a shows
the network, with the instructor and the administrator
represented by nodes 1 and 34, respectively. Figure 4b
shows the hierarchical tree of communities produced by
our method. The most fundamental split in the network
is the first one at the top of the tree, which divides the
network into two groups of roughly equal size. This split
corresponds almost perfectly with the actual division of
the club members following the break-up, as revealed by
which club they attended afterwards. Only one node,
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FIG. 4: (a) The friendship network from Zachary’s karate club
study [25], as described in the text. Nodes associated with the
club administrator’s faction are drawn as circles, while those
associated with the instructor’s faction are drawn as squares.
(b) The hierarchical tree showing the complete community
structure for the network. The initial split of the network into
two groups is in agreement with the actual factions observed
by Zachary, with the exception that node 3 is misclassified.

node 3, is classified incorrectly. In other words, the ap-
plication of our algorithm to the empirically observed
network of friendships is a good predictor of the subse-
quent social evolution of the group.

C. College football

As a further test of our algorithm, we turn to the world
of US college football. (“Football” here means Amer-
ican football, not soccer.) The network we look at is
a representation of the schedule of Division I games for
the 2000 season: vertices in the graph represent teams
(identified by their college names) and edges represent
regular season games between the two teams they con-
nect. What makes this network interesting is that it in-
corporates a known community structure. The teams
are divided into “conferences” containing around 8 to 12
teams each. Games are more frequent between members
of the same conference than between members of differ-
ent conferences, with teams playing an average of about
7 intra-conference games and 4 inter-conference games

Osnovne lastnosti vozlǐsč niso primerne za fi . Šubelj and Bajec (2011b)
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Zadržana in napadalna izmenjava oznak

Stopnje vozlǐsč Zadržana Napadalna

Zadržana izmenjava (defensive propagation): Šubelj and Bajec (2011b)

gi = argmax
g

∑
vj∈Ni

pj · wijδ(gj , g)

Napadalna izmenjava (offensive propagation):

gi = argmax
g

∑
vj∈Ni

(1− pj ) · wijδ(gj , g)

pi je verjetnost pri naključnem sprehodu znotraj skupine gi .
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Napredna izmenjava oznak

Zadržana (napadalna) izmenjava doseže visok priklic (natančnost).

Napredna izmenjava (diffusion propagation): Šubelj and Bajec (2011b)
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Eksperimentalni rezultati

Natančnost je primerljiva z najbolǰsimi pristopi. Šubelj and Bajec (2010)

Časovna zahtevnost blizu linearne O(m1,19). Šubelj and Bajec (2011b)
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Znanstveni doprinos

Prispevek prejel fakultetno nagrado za raziskovalno delo.

PHYSICAL REVIEW E 83, 036103 (2011)

Unfolding communities in large complex networks: Combining defensive and offensive label
propagation for core extraction

Lovro Šubelj* and Marko Bajec†

University of Ljubljana, Faculty of Computer and Information Science, Ljubljana, Slovenia
(Received 1 June 2010; revised manuscript received 6 November 2010; published 8 March 2011)

Label propagation has proven to be a fast method for detecting communities in large complex networks. Recent
developments have also improved the accuracy of the approach; however, a general algorithm is still an open issue.
We present an advanced label propagation algorithm that combines two unique strategies of community formation,
namely, defensive preservation and offensive expansion of communities. The two strategies are combined in a
hierarchical manner to recursively extract the core of the network and to identify whisker communities. The
algorithm was evaluated on two classes of benchmark networks with planted partition and on 23 real-world
networks ranging from networks with tens of nodes to networks with several tens of millions of edges. It is shown
to be comparable to the current state-of-the-art community detection algorithms and superior to all previous
label propagation algorithms, with comparable time complexity. In particular, analysis on real-world networks
has proven that the algorithm has almost linear complexity, O(m1.19), and scales even better than the basic label
propagation algorithm (m is the number of edges in the network).

DOI: 10.1103/PhysRevE.83.036103 PACS number(s): 89.75.Fb, 89.75.Hc, 87.23.Ge, 89.20.Hh

I. INTRODUCTION

Large real-world networks can comprise local structural
modules (communities) that are groups of nodes, densely
connected within and only loosely connected with the rest
of the network. Communities are believed to play important
roles in different real-world systems (e.g., they may correspond
to functional modules in metabolic networks [1]); moreover,
they also provide a valuable insight into the structure and
function of large complex networks [1–3]. Nevertheless, real-
world networks can reveal even more complex modules than
communities [4,5].

Over the last decade the research community has shown a
considerable interest in detecting communities in real-world
networks. Since the seminal paper of Girvan and Newman [6]
a vast number of approaches have been presented in the
literature—in particular, approaches optimizing modularity
Q (the significance of communities due to a selected null
model [7]) [8–12], graph partitioning [13,14] and spectral
algorithms [9,15], statistical methods [4], algorithms based
on dynamic processes [16–20], overlapping, hierarchical, and
multiresolution methods [1,6,20], and others [21] (for an
excellent survey see [22]).

The size of large real-world networks has forced the
research community to develop scalable approaches that can
be applied to networks with several millions of nodes and
billions of edges. A promising effort was made by Raghavan
et al. [18], who employed a simple label propagation to find
significant communities in large real-world networks. Tibély
and Kertész [23] have shown that label propagation is in fact
equivalent to a large zero-temperature kinetic Potts model,
while Barber and Clark [11] have further refined the approach
into a modularity optimization algorithm. Just recently, Liu
and Murata [12] have combined the modularity optimization

*lovro.subelj@fri.uni-lj.si
†marko.bajec@fri.uni-lj.si

version of the algorithm with a multistep greedy agglomeration
[24] and derived an extremely accurate community detection
algorithm.

Leung et al. [19] have investigated label propagation
on large web networks, mainly focusing on scalability is-
sues, and have shown that the performance can be signifi-
cantly improved with label hop attenuation and by applying
node preference (i.e., node propagation strength). We carry
forward their work in developing two unique strategies
of community formation, namely, defensive preservation
of communities, where preference is given to the nodes
in the core of each community, and offensive expansion
of communities, where preference is given to the border
nodes of each community. Cores and borders are estimated
using random walks, formulating the diffusion over the
network.

Furthermore, we propose an advanced label propagation
algorithm—the diffusion and propagation algorithm—that
combines the two strategies in a hierarchical manner: The
algorithm first extracts the core of the network and identifies
whisker communities [26] (Appendix A), and then recurses on
the network core (Fig. 1). The performance of the algorithm
has been analyzed on two classes of benchmark networks with
planted partition and on 23 real-world networks ranging from
networks with tens of nodes to networks with several tens of
millions of edges. The algorithm is shown to be comparable to
the current state-of-the-art community detection algorithms
and superior to all previous label propagation algorithms,
with comparable time complexity. In particular, the algorithm
exhibits almost linear time complexity (in the number of edges
of the network).

The rest of the paper is structured as follows. Sec-
tion II gives a formal introduction to label propagation
and reviews subsequent advances, relevant for this research.
Section III presents the diffusion and propagation algorithm
and discusses the main rationale behind it. Empirical eval-
uation with discussion is done in Secs. IV, and V is our
conclusion.

036103-11539-3755/2011/83(3)/036103(12) ©2011 American Physical Society
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Unfolding network communities by combining
defensive and o↵ensive label propagation

Lovro Šubelj? and Marko Bajec

Laboratory for Data Technologies, University of Ljubljana, Ljubljana, Slovenia

Abstract. Label propagation has proven to be a fast method for detect-
ing communities in complex networks. Recent work has also improved
the accuracy and stability of the basic algorithm, however, a general
approach is still an open issue. We propose di↵erent label propagation
algorithms that convey two unique strategies of community formation,
namely, defensive preservation and o↵ensive expansion of communities.
Furthermore, the strategies are combined in an advanced label propaga-
tion algorithm that retains the advantages of both approaches; and are
enhanced with hierarchical community extraction, prominent for the use
on larger networks. The proposed algorithms were empirically evaluated
on di↵erent benchmarks networks with planted partition and on over 30
real-world networks of various types and sizes. The results confirm the
adequacy of the propositions and give promising grounds for future anal-
ysis of (large) complex networks. Nevertheless, the main contribution of
this work is in showing that di↵erent types of networks (with di↵erent
topological properties) favor di↵erent strategies of community formation.

Keywords: Network communities, label propagation, defensive preser-
vation, o↵ensive expansion.

1 Introduction

Complex networks commonly comprise of local structural modules or communi-
ties that are groups of nodes strongly connected within and only weakly con-
nected with the rest of the network. These modules play crucial roles in many
real-world systems [15, 37], moreover, they provide an important insight into
structure and function of (large) complex networks [37, 45, 27].

Over the last decade the research community has shown a considerable in-
terest in detecting communities in real-world networks. Thus, a number of ap-
proaches has been presented in the literature. In particular, approaches opti-
mizing modularity1 Q [7, 6, 5], graph partitioning [14, 39, 38] and spectral [9, 33]
algorithms, statistical methods [36], algorithms based on dynamic processes [40,
43, 38, 42], overlapping, hierarchical and multiresolution methods [37, 16, 42], and
other [29, 30] (for a thorough review see [11]).

? Corresponding author: lovro.subelj@fri.uni-lj.si.
1 Significance of communities due to a selected null model [35].
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Splošnost izmenjave oznak

Pristop omejen na tesno povezana vozlǐsča (tj. skupnosti). Šubelj and Bajec (2012c)

Analogija med skupinami:

2 skupnosti, 2 modula 4 skupnosti

Oznake si izmenjujejo vozlǐsča na razdalji (največ) dva.
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Posplošena izmenjava oznak

Posplošena izmenjava (general propagation): Šubelj and Bajec (2012c)

gi = argmax
g

νg

∑
vj∈Ni

wijδ(gj , g) + (1− νg)
∑

vj∈Ni

wij/wj

∑
vk∈Nj

wjkδ(gk , g)


νg je blizu ena (nič) za skupnosti (module):

lastnosti skupin Šubelj and Bajec (2012c)

nakopičenost vozlǐsč Šubelj and Bajec (2011c)

popravljena nakopičenost Šubelj and Bajec (2012a)

νg ∈ [0, 1] je parameter skupine vozlǐsč g.
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Eksperimentalni rezultati

Natančnost (vsaj) primerljiva z najbolǰsimi pristopi. Šubelj and Bajec (2012a)

AUC pri napovedovanju povezav:

|Ni | · |Nj | |Ni ∩ Nj | Infomap Izmenjava

football 0.222 0.817 0.804 0.799
politics 0.646 0.862 0.763 0.762
software 0.779 0.826 0.724 0.766
elegans 0.812 0.920 0.631 0.641
women 0.564 0.290 0.578 0.699

corporate 0.456 0.481 0.649 0.748
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Abstract. Community structure appears to be an intrinsic property of many complex real-world networks.
However, recent work shows that real-world networks reveal even more sophisticated modules than classical
cohesive (link-density) communities. In particular, networks can also be naturally partitioned according to
similar patterns of connectedness among the nodes, revealing link-pattern communities. We here propose
a propagation based algorithm that can extract both link-density and link-pattern communities, without
any prior knowledge of the true structure. The algorithm was first validated on different classes of synthetic
benchmark networks with community structure, and also on random networks. We have further applied
the algorithm to different social, information, technological and biological networks, where it indeed reveals
meaningful (composites of) link-density and link-pattern communities. The results thus seem to imply that,
similarly as link-density counterparts, link-pattern communities appear ubiquitous in nature and design.

1 Introduction

Complex real-world networks commonly reveal local co-
hesive modules of nodes denoted (link-density) commu-
nities [1]. These are most frequently observed as densely
connected clusters of nodes that are only loosely connected
between. Communities possibly play crucial roles in dif-
ferent real-world systems [2,3]; furthermore, community
structure also has a strong impact on dynamic processes
taking place on networks [4,5]. Thus, communities provide
an insight into not only structural organization but also
functional behavior of various real-world systems [3,6–8].

Consequently, analysis of community structure is
currently considered one of the most prominent areas of
network science [9–11], while it has also been the focus of
recent efforts in a wide variety of other fields. Besides pro-
viding many significant theoretical grounds [8], a substan-
tial number of different community detection algorithms
has also been proposed in the literature [12–20] (for re-
views see [10,11,21]). However, most of the past research
was focused primarily on classical communities charac-
terized by higher density of edges [22]. In contrast to the
latter, some recent work demonstrates that real-world net-
works reveal even more sophisticated communities [23–26]
that are indistinguishable under classical frameworks.

Networks can also be naturally partitioned according
to similar patterns of connectedness among the nodes, re-
vealing link-pattern communities [23,24]. (The term was
formulated by Long et al. [24]). Loosely speaking, link-
pattern communities correspond to clusters of nodes that

a e-mail: lovro.subelj@fri.uni-lj.si

are similarly connected with the rest of the network (i.e.,
share common neighborhoods). Note that link-density
communities are in fact a special case of link-pattern com-
munities (with some fundamental differences discussed
later on). Thus, some of the research on the former
also apply for the latter [13,14,28–30]. However, contrary
to the flourish of the literature on classical communi-
ties in the last decade, a relatively small number of au-
thors have considered more general link-pattern counter-
parts [23–26,31–37] (in the same sense as in this paper1).
Although this could be attributed to a number of fac-
tors like increased complexity or lack of adequate genera-
tive models and algorithms, more importantly, existence of
meaningful link-pattern communities has not been prop-
erly verified under the same framework in various different
types of real-world networks that are commonly analyzed
in the literature (still, some networks have been consid-
ered in the past). In this paper we try to address this is-
sue. (Note that similar stance was also made by Newman
and Leicht [23]).

We extend balanced propagation [38] with defensive
preservation of communities [20] into a general approach
that can extract arbitrary network modules ranging from
link-density to link-pattern communities. To the best of
our knowledge, this is the only such algorithm that does
not require some prior knowledge of the true structure
(e.g., the number of communities), or does not optimize

1 Link-pattern communities are known as blockmodels [27]
in social networks literature. These were rigorously analyzed in
the past, however, the main focus and employed formulation
differs from ours.
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Generalized network community detection

Lovro Šubelj and Marko Bajec
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Abstract. Community structure is largely regarded as an intrinsic prop-
erty of complex real-world networks. However, recent studies reveal that
networks comprise even more sophisticated modules than classical cohe-
sive communities. More precisely, real-world networks can also be natu-
rally partitioned according to common patterns of connections between
the nodes. Recently, a propagation based algorithm has been proposed
for the detection of arbitrary network modules. We here advance the lat-
ter with a more adequate community modeling based on network cluster-
ing. The resulting algorithm is evaluated on various synthetic benchmark
networks and random graphs. It is shown to be comparable to current
state-of-the-art algorithms, however, in contrast to other approaches, it
does not require some prior knowledge of the true community structure.
To demonstrate its generality, we further employ the proposed algorithm
for community detection in di↵erent unipartite and bipartite real-world
networks, for generalized community detection and also predictive data
clustering.

Keywords: link-density community, link-pattern community, propaga-
tion, community detection, data clustering

1 Introduction

Over a decade of research in network analysis has revealed a number of common
properties of complex real-world networks [57,13]. Community structure [18]—
the occurrence of cohesive modules of nodes—is of particular interest as it pro-
vides an insight into not only structural organization but also functional behavior
of various real-world systems [35,2]. The analysis of communities has thus been
the focus of many recent endeavors [15,38], while community structure analysis
is also considered as one of the most prominent areas of network science [8,38].

However, most of the past work was constrained to communities character-
ized by higher density of links—link-density communities [18] (Fig. 1(a)). In
contrast to the latter, recent studies reveal that networks comprise even more
sophisticated modules than classical cohesive communities [34,1,37,52]. In par-
ticular, real-world networks can also be naturally partitioned according to com-
mon patterns of connections among nodes—into link-pattern communities [28,34]
(Fig. 1(b)). Link-pattern communities can in fact be related to relevant func-
tional roles in various complex systems [37,52], moreover, they also provide a

NEMO (ECML PKDD ’11)

Groups of nodes in complex real-world networks:
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ABSTRACT
Complex real-world networks commonly reveal characteris-
tic groups of nodes like communities or modules. These are
of value in various applications, especially in the case of large
social and information networks. However, while numerous
community discovery techniques have been presented in the
literature, approaches for other groups of nodes are rela-
tively rare and often limited in some way. We thus present
a simple propagation-based algorithm for general group (hi-
erarchy) discovery that requires no apriori knowledge and
has near ideal complexity. The main novelty here is that
di↵erent types of groups are revealed through an adequate
hierarchical group refinement. The proposed algorithm is
validated on various synthetic and real-world networks, and
rigorously compared against twelve other state-of-the-art ap-
proaches on group (hierarchy) discovery and link prediction
tasks. Analyses show that the algorithm is comparable to
the state-of-the-art in community discovery, while superior
in general group discovery and, consequently, link predic-
tion. Based on the results of the comparison, we also give
some directions for future work on group discovery.

Categories and Subject Descriptors
H.2.8 [Database Management]: Database Applications—
Data mining ; I.5.3 [Pattern Recognition]: Clustering—
Algorithms

General Terms
Algorithms, Performance, Experimentation

Keywords
Complex networks, community discovery, module discovery,
label propagation, network clustering

1. INTRODUCTION
Complex networks of real-world systems commonly reveal

groups of nodes with characteristic connection pattern [35]

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
Copyright 2013 ACM X-XXXXX-XX-X/XX/XX ...$15.00.

(e.g., densely connected groups known as communities [15]).
These include people with common interests in social net-
works [8] or classes with the same information signature (i.e.,
function) in software networks [54]. Characteristic groups of
nodes provide an important insight into the structure and
function of real-world networks [39], while the discovery of
groups also has numerous practical applications, including
epidemic outbreak prevention [46], viral marketing [26], soft-
ware package prediction [53] and compression [3].

Despite the outburst of community discovery algorithms
in the last decade [13, 35], approaches for other groups of
nodes are relatively rare and often limited (e.g., demand
some apriori knowledge about network structure). Thus, we
here propose a propagation-based (general) group discovery
algorithm that requires no apriori knowledge. Analysis in
the paper confirms that the proposed algorithm is at least
comparable to current state-of-the-art, while its complexity
is near ideal. Otherwise, the main novelty of the approach
is a simple hierarchical refinement procedure that enables
straightforward discovery of di↵erent types of groups (Sec-
tion 2.1). The paper also includes a detailed empirical com-
parison of a larger number of state-of-the-art approaches in
group discovery that may be of independent interest.

The rest of the paper is structured as follows. First, Sec-
tion 2 gives some preliminary discussion on groups of nodes
in real-world networks. Next, we introduce group (hierar-
chy) discovery algorithm proposed in the paper (Section 3).
Rigorous analysis on synthetic and real-world network ap-
pears in Section 4, whereas detailed comparison with the
state-of-the-art on group (hierarchy) discovery and link pre-
diction tasks is presented in Section 5. Section 6 concludes
the paper and gives prominent directions for future work.

2. BACKGROUND
Let the network be represented by a simple (undirected)

graph G(V, L), where V is a set of nodes v in the network,
|V | = n, and L is the set of links, |L| = m. Next, let �i

be the set of neighbors of node vi and �i the number of
links between nodes in �i. Last, let ki be the degree of vi,
|�i| = ki, and let hki be the average degree in the network.

2.1 Groups of nodes in networks
The present paper is concerned with characteristic groups

of nodes that appear in real-world networks. While these
could be defined in various ways, we adopt two types of
groups that have been popular in recent literature [13, 35].

First, we consider communities [15] that, e.g., represent
groups of people with common interests in social networks [8].
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Programska omrežja

Omrežja odvisnosti med razredi (class dependency): Šubelj and Bajec (2011d)

class C extends S implements I {

F field;

public C(P parameter) {

...

}

public R function(P parameter) {

...

return R;

}

}

C

S I

P

R

F

Podobne lastnosti kot druga realna omrežja. Valverde et al. (2002)

Skupine vozlǐsč še niso bile podrobno raziskane.
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Analiza skupnosti vozlǐsč

Programska omrežja vsebujejo jasne skupnosti. Šubelj and Bajec (2011d)

Skupnosti le delno sovpadajo s programskim paketi.

Deljenje Optimizacija Izmenjava Paketi*

flamingo 0.6466 0.6823 0.6485 0.2511
colt - 0.6025 0.5599 -0.0332
jung 0.7210 0.7324 0.6874 0.3212
org - 0.5599 0.5254 0.1830

javax - 0.7667 0.7422 0.2907
java - 0.4664 0.4132 0.2206
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Analiza skupin vozlǐsč

Splošne skupine sovpadajo s programskim paketi. Šubelj and Bajec (2012c)

levo jung.visualization.control.*Plugin (100%)

sredina jung.algorithms.layout.*Layout* (54%), ....layout3d.*Layout (23%);
jung.graph.*(Graph|Multigraph|Tree) (86%);
jung.algorithms.filters.*Filter (100%) itd.

desno jung.io.graphml.parser.*Parser (77%) in
jung.io.graphml.*Metadata (62%)
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Uporaba skupin vozlǐsč

Reorganizacija paketov knjižnice (npr. modularno): Šubelj and Bajec (2011d)

Točnost napovedovanja paketov razredov: Šubelj and Bajec (2012b)

l l∞ P P4 P3 P2 P1

flamingo 2.65 4 0.566 ← 0.572 0.793 1.000
colt 3.35 4 0.654 ← 0.756 0.942 1.000
jung 2.97 4 0.617 ← 0.663 0.857 1.000
org 3.50 7 0.616 0.616 0.714 0.989 1.000

weka 3.02 6 0.684 0.692 0.736 0.871 1.000
javax 3.11 5 0.626 0.631 0.816 0.982 1.000
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ABSTRACT
Complex software systems are among most sophisticated
human-made systems, yet only little is known about the
actual structure of ’good’ software. We here study di↵er-
ent software systems developed in Java from the perspec-
tive of network science. The study reveals that network
theory can provide a prominent set of techniques for the
exploratory analysis of large complex software system. We
further identify several applications in software engineering,
and propose di↵erent network-based quality indicators that
address software design, e�ciency, reusability, vulnerability,
controllability and other. We also highlight various interest-
ing findings, e.g., software systems are highly vulnerable to
processes like bug propagation, however, they are not easily
controllable.

Categories and Subject Descriptors
D.2.8 [Software Engineering]: Metrics—complexity mea-
sures, performance measures, software science

General Terms
Theory, algorithms, experimentation.

Keywords
Software systems, Software engineering, Software networks,
Network analysis.

1. INTRODUCTION
Complex software systems are among most sophisticated

systems ever created by human. Nevertheless, only little is
known about the actual structure and quantitative proper-
ties of large software systems [6]. For instance, in the context
of software engineering, one is interested in how ’good’ soft-
ware looks like. Commonly adopted approaches and tech-
niques fail to give a comprehensive answer [5, 7], moreover,
there is also a lack of a simple but yet rigorous framework for
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personal or classroom use is granted without fee provided that copies are
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software analysis (to our knowledge). The above dilemma
was denoted software law problem [6], which urges towards
identifying (physical) laws obeyed by software systems that
could be used in practical applications.

Networks possibly provide the most adequate framework
for the analysis of the structure of complex systems like
software projects1. Also, due to their simple and intelli-
gible form, analysis of di↵erent networks has already pro-
vided several significant discoveries in the last decade [46,
3, 16, 23]. Note that the adoption of software networks is
not novel [35, 27, 19, 39], however, network analysis is still
only rarely used in software engineering. The main purpose
of this study is thus to highlight di↵erent techniques devel-
oped in the field of network analysis, and to expose their
use in software comprehension, development and engineer-
ing. We review most of the past work on di↵erent types of
software networks, whereas we also include network analysis
techniques proposed just recently [23, 44]. (Note that the
main focus of the paper is merely a review, rather than a de-
tailed comparison of network analysis techniques with other
approaches.)

The study in the paper analyses software networks on dif-
ferent levels of granularity. First, we address the macro-
scopic properties of software networks like scale-free and
small-world phenomena [46, 3] that are related to the struc-
ture and design of the entire project, or projects, represented
by the network. Second, we analyze the microscopic prop-
erties of individual nodes, with special emphasis on di↵er-
ent dynamical processes occurring on software networks like
bug propagation [2, 30]. The above can be related to soft-
ware quality, complexity, reusability, robustness, vulnerabil-
ity and controllability. Third, we also identify mesoscopic
structural modules within software networks [16, 44] and
show their applicability in the context of software abstrac-
tion and refactoring. The paper thus exposes network analy-
sis as a prominent set of techniques for software engineering.

The rest of the paper is structured as follows. Section 2
introduces software networks used in the study. Section 3
analyzes di↵erent characteristics of adopted networks and
discusses their use in software engineering. Some applica-
tions of the presented techniques are given in Section 4, while
Section 5 concludes the paper.

2. SOFTWARE NETWORKS
Various types of networks have been proposed for the

analysis of the structure of complex software systems. For

1Throughout the paper, the term project refers to a reposi-
tory of software code.
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LOVRO ŠUBELJ

Faculty of Computer and Information Science, University of Ljubljana,
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Large software projects are among most sophisticated human-made systems consisting of
a network of interdependent parts. Past studies of software systems from the perspective
of complex networks have already led to notable discoveries with di↵erent applications.
Nevertheless, our comprehension of the structure of software networks remains to be only
partial. We here investigate correlations or mixing between linked nodes and show that
software networks reveal dichotomous degree mixing similar to that recently observed in
biological networks. We further show that software networks also reveal characteristic
degree-corrected clustering mixing. Hence, node mixing in software networks significantly
di↵ers from that in, e.g., Internet or social networks. We explain the observed mixing
through the presence of groups of nodes with common linking pattern. More precisely,
besides densely connected groups known as communities, software networks also consist
of (disconnected) groups denoted modules, core/periphery structures, hubs and spokes,
and other. Moreover, groups coincide with the intrinsic properties of the underlying
software projects, which promotes practical applications in software engineering.
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Internet overlay

What are characteristic groups of nodes in real-world networks? Network (type) dependent. 
What portion of network links is explained by the group structure? Between 60% and 90%.
What portion of network nodes is included in the group structure? More than 50%.

1. A simple formalism and criterion for general groups of nodes.
2. An adequate extraction procedure for statistically significant groups.
3. Characterization of the group structure of different real-world networks.

Contributions

Group extraction
A sequential extraction [2] of groups that can be overlapping, nested etc.
(1) Find S and T that optimize criterion W (e.g., tabu search).
(2) Extract only the explained links between S and T (and isolated nodes).
(3) Repeat until W is larger than expected in a random graph (by simulation).

S  T

Group formalism
Let S be a group of nodes, T the linking pattern and τ the group parameter.

Complex real-world networks contain characteristic groups of nodes with common linking pat-
tern like densely linked communities [1]. These were the focus of most recent work and have di-
verse applications. However, many real-world networks also contain other groups of nodes that 
can be overlapping and other, whereas some parts of the networks reveal no significant groups.

Background

Let W be the group criterion, L the number of links and µ the (harmonic) mean size.

W is a local asymmetric criterion that favors the links between S and T, and penalizes for the 
links between S and TC. (Note, however, that W disregards the links with both endpoints in SC.)
For S = T,  W is consistent with a wide class of other models (e.g., stochastic blockmodel). [2]

Group criterion

Group examples

Community
S = T (τ = 1)

Module
S ≠ T (τ = 0)

Hub & spokes
ǀTǀ = 1 (τ = 0)

Core & periphery
S ⊂ T (τ < 1)

Mixture
Other (τ � ½)

University of Ljubljana, Faculty of Computer and Information Science, Slovenia
Lovro Šubelj1, Neli Blagus & Marko Bajec

Group extraction for real-world networks

NetSci ’13
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Large software projects are among most sophisticated human-made systems consisting of

a network of interdependent parts. Past studies of software systems from the perspective

of complex networks have already led to notable discoveries with di↵erent applications.

Nevertheless, our comprehension of the structure of software networks remains to be only

partial. We here investigate correlations or mixing between linked nodes and show that

software networks reveal dichotomous degree mixing similar to that recently observed in

biological networks. We further show that software networks also reveal characteristic

degree-corrected clustering mixing. Hence, node mixing in software networks significantly

di↵ers from that in, e.g., Internet or social networks. We explain the observed mixing

through the presence of groups of nodes with common linking pattern. More precisely,

besides densely connected groups known as communities, software networks also consist

of (disconnected) groups denoted modules, core/periphery structures, hubs and spokes,

and other. Moreover, groups coincide with the intrinsic properties of the underlying

software projects, which promotes practical applications in software engineering.
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Modeli omrežij citiranj:

Model of Complex Networks based on Citation Dynamics

Lovro Šubelj
University of Ljubljana

Faculty of Computer and Information Science
Tržaška cesta 25, SI-1000 Ljubljana, Slovenia

lovro.subelj@fri.uni-lj.si

Marko Bajec
University of Ljubljana

Faculty of Computer and Information Science
Tržaška cesta 25, SI-1000 Ljubljana, Slovenia

marko.bajec@fri.uni-lj.si

ABSTRACT
Complex networks of real-world systems are believed to be
controlled by common phenomena, producing structures far
from regular or random. These include scale-free degree dis-
tributions, small-world structure and assortative mixing by
degree, which are also the properties captured by di↵erent
random graph models proposed in the literature. However,
many (non-social) real-world networks are in fact disassor-
tative by degree. Thus, we here propose a simple evolving
model that generates networks with most common proper-
ties of real-world networks including degree disassortativity.
Furthermore, the model has a natural interpretation for ci-
tation networks with di↵erent practical applications.

Categories and Subject Descriptors
I.6.4 [Computing Methodologies]: Simulation and Mod-
eling—Model validation and analysis; E.2 [Data Struc-
tures]: Graphs and networks

General Terms
Theory, Measurement, Experimentation

Keywords
Complex networks, graph models, degree mixing, clustering,
citation networks

1. INTRODUCTION
Networks are the simplest representation of complex sys-

tems of interacting parts. Examples of these are ubiquitous
in practice, including large social networks [5], information
systems [18] and cooperate ownerships [22], to name just a
few. Despite a seemingly plain form, real-world networks re-
veal characteristic structural properties that are absent from
regular or random systems [23, 2]. Thus, networked systems
are believed to be controlled by common phenomena.

Scale-free degree distributions [2], small-world phenom-
ena [23], degree mixing [14] (i.e., degree correlations at links’
ends) and existence of communities [6] (i.e., densely linked
groups of nodes) are perhaps among most widely analyzed
properties of large real-world networks. Note that commu-
nity structure implies assortative (i.e, positively correlated)
mixing by degree [16], which can be seen as a tendency of

Copyright is held by the International World Wide Web Conference
Committee (IW3C2). IW3C2 reserves the right to provide a hyperlink
to the author’s site if the Material is used in electronic media.
WWW 2013 Companion, May 13–17, 2013, Rio de Janeiro, Brazil.
ACM 978-1-4503-2038-2/13/05.

hubs (i.e., highly linked nodes) to cluster together. The
above are also the properties captured by many random
graph models proposed in the literature [9, 11, 13, 24].

However, most (non-social) networks deviate from this fig-
ure. Biological and technological networks are in fact degree
disassortative (i.e., negatively correlated), while di↵erent in-
formation networks often reveal no clear degree mixing [14,
7] (see Figure 1). Thus, we here propose an evolving random
graph model based on the link copying mechanism [9]. Each
newly added node explores the network using the burning
process in [11], while links of the visited nodes are copied
independently of the latter. The model generates scale-free
small-world networks with community structure and also de-
gree disassortativity. Furthermore, it has a natural interpre-
tation for citation networks. The above process imitates an
author of a paper including references into the bibliography
(i.e., its citation dynamics), which enables di↵erent practical
applications in bibliometrics (see Section 3.2).

The rest of the paper is structured as follows. Section 2
introduces the proposed (Citation) model, while a thorough
analysis is given in Section 3. Section 4 concludes the paper.

2. THE CITATION MODEL
Let a network be represented by a simple graph G(N, L),

where N is the set of nodes, |N | = n, and L is the set of
links, |L| = m. Next, let �i be the set of neighbors of node
i 2 N and let ki be its degree, ki = |�i|. Last, let k be the
mean degree and kN the mean neighbor degree.

Proposed graph model is based on the burning process
of Forest Fire model [11], which we introduce first. Due to
simplicity, the model is presented for undirected networks.

Let p be the burning probability, p 2 [0, 1
2
) (see below).

Initially, the network consists of a single node, while for each
newly added node i, the burning process proceeds as follows.

Figure 1: Data mining part of Cora citation net-
work [12] with highlighted hubs (i.e., 1% of most
highly linked nodes) that are scattered across the
network. (Node sizes are proportional to degrees.)

LSNA (WWW ’13)
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L. Šubelj and M. Bajec. Community structure of complex software systems: Analysis and
applications. Physica A: Statistical Mechanics and its Applications, 390(16):2968–2975,
2011d. doi: 10.1016/j.physa.2011.03.036.
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